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*Machine Learning (ML) is part of the field of Data Analytics
ML is a field of artificial intelligence

ML uses statistical techniques to give computer systems the ability to "learn”
(e.qg., progressively improve performance on a specific task) from data,
without being explicitly programmed

See Wikipedia
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Supervised learning: The computer is presented with example inputs and
their desired outputs, given by a "teacher”, and the goal is to learn a general
rule that maps inputs to outputs. As special cases, the input signal can be
only partially available, or restricted to special feedback.

Semi-supervised learning: The computer is given only an incomplete training signal: a
training set with some (often many) of the target outputs missing.

Active learning: The computer can only obtain training labels for a limited set of
instances (based on a budget), and also has to optimize its choice of objects to acquire
labels for. When used interactively, these can be presented to the user for labeling.
Unsupervised learning: No labels are given to the learning algorithm,
leaving it on its own to find structure in its input. Unsupervised learning can be
a goal in itself (discovering hidden patterns in data) or a means towards an
end (feature learning).

Reinforcement learning: Data (in form of rewards and punishments) are given
only as feedback to the program's actions in a dynamic environment, such as
driving a vehicle or playing a game against an opponent.
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Classification, inputs are divided into two or more classes, and the learner
must produce a model that assigns unseen inputs to one or more (multi-label
classification) of these classes. This is typically tackled in a supervised way.
Spam filtering is an example of classification, where the inputs are email (or
other) messages and the classes are "spam" and "not spam".

In regression, also a supervised problem, the outputs are continuous rather
than discrete.

In clustering, a set of inputs is to be divided into groups. Unlike in
classification, the groups are not known beforehand, making this typically an
unsupervised task.

Density estimation finds the distribution of inputs in some space.
Dimensionality reduction simplifies inputs by mapping them into a lower-
dimensional space. Topic modeling is a related problem, where a program is
given a list of human language documents and is tasked to find out which
documents cover similar topics.
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Supervised learning
Learning a function that maps an input to an output
based on example input-output pairs

Regression Classification
Statistical regression methods «Statistical classification methods (e.g.
*Artificial Neural Networks Discriminant Analysis, Bayes)
*Support Vector Machines +Artificial Neural Networks

*Support Vector Machines
*Decision Tree algorithms
*Distance/density based classifiers
(e.g. k-Nearest Neighbor, c-means)
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How to efficiently exploit available data? e e
- Build the best possible model AV f
 Avoid overfitting 1 5
« Common point to most data driven modelling appr ) | “‘Q},M 5

/ # of epachs

Stop here!

Overfitting

It happens when a statistical (data driven) .
model adapts too much to experimental
data

« Lacks in generalization

« Due to higher number of model
parameters with respect to data samples

« Limits in practice the usefulness of a
model

Error

- Epoch +
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An efficient split of available data
The idea is to monitor the model performance, during the training, on data not used for
parameters tuning and to use this information to maximize model performance.

Train Validation Test

[ i . .
Yot I : validation ermor

« Training data are used to tune models R
parameters all through the training Ay

« Validation data might be used to define model
hyperparameters or decide when to stop the
training

« Test data are used for assessing real model
performance

error

/ Model complexity

Stop here!
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Regression analysis aims at making explicit the relation among one (target)
dependent variable and its (independent) predictors.
« Basic method yet useful and used

Hours vs Percentage

8

i Random
Population Independent E
Slope : rror

: Variable term
Coefficient

Population
Y intercept

3

Univariate linear Varate o \
regression Y, =By +B:X +¢

Linear component Random Error
component

8

Percentage Score

(=
o

Hours Studied

Determination of regression coefficients

» Depends on the number of parameters (coefficents) (see the multivariate case)
» More coefficients than observation - nope
« Same number —2linear system, unique solution
» More observations that coefficients - optimization: Least Square
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e BF' Machine learning — Supervised learning - Regression

Not only linear! Go complex! |
eoo Test Set
Other kinds of regression 1
* Multivariate a
* Non-linear
. . . . 2
« Overcome some of the limitation of linear
regression g |
« Similar solving approach (provided a model) B ez s e o5 10 1
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What is a neural network?
Mathematical model formed by a set of connected articifical neurons, organized in

layers, inspired by the human brain

« Universal function approximator
* Robust wrt noise, outliers
« Generalization capabilities

Signals flow through connected neurons
* Incoming signals are weighted and summed up
« QOutgoing signal via a activation function

(sigmoids...)

megz;[:r

Hidden
Laver 2

Hidden
Layer 1

Input
s [4,5]
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Machine learning — Supervised learning - Regression

Training a neural network

« Gradient descent based approach

« Back propagation: error is propagated backward in the network during the
training epochs

« Until desired error is achieved, stall situations, maximum epochs reached or
overfitting occurs

Hidden
Layer 2
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« Different paradigms of Back-Propagation exist: aiming at speed,
generalization capabilities, robustness..
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Machine learning —Supervised learning - Classification

Approaches for the use of ANN in classification tasks:
« Single ANN output

* Coded class

* Ordinal relation among classes
« Multiple output neurons

* One per class

» Aflavour of membership probability

« Similarity among classes/samples

CONS: it’s a black box

o:o
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AN
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hidden layer 1 hidden layer 2
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output layer

input layer

hidden layer
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Machine learning — Supervised learning - Regression

Some ANN based models in steel-making applications

MLP model to predict the pig iron temperature at a blast
furnace:

A lot of process data of the BF are used to predict the
temperature of the next tapping
The model is re-trained with data of the last 3 months, if

results are better => taking the new model, otherwise use
the old model.
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» Support Vector Machines

The regression function tries to
minimize the sum of € + ¢ (simplified).

Non-linear regression is done by mapping the input data into a m-dimensional
feature space where a linear model can be constructed.
(see Supervised Learning — Classification)
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« Statistical classification methods —

« (Naive) Bayes classifier w
Basing on maximum likelihood theory, Bayes o
classifier offers a simple and good solution (L@
when members of the classes belong to Gauss —
distributions.

g g xx xxx X X
. . . . [ = '-.: x x
- Discriminant (function) Analysis 85 “lboenn iz X
» . » " —_ Q.
DA is used to determine which variables 59 x x N
. . . o X
discriminate between two or more groups. 3 <
Since their calculation speed both regression ]
methods are suitable to be used as fitting good projection:
functions for Genetic algorithms ! well separated classes
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» Support Vector Machines
The separation plane is constructed

using only the support vectors.

The optimization target is to find a
plane which maximises the margin
between the different classes.

f N maximum
support (margln
vectors
OO ° separation
o} o -
. ) o 1 e plane
The problem of non-linear oo mEma ©  kemel S
o o 0o ®m Hgm8E function T ang§
separation is solved by © oo mUg W E,° o a"iggul
"pmm ° \ Eggt
transforming input data into © "ommm ® oo
. . . OOO.OoOo © ~ 0000080(90000000
higher dimensions where °8 o ¢ 0%eg 0 00" % 988
. . . . o® 5o '“\\\8 gogo o
linear separation is possible. o, © o0

often called kernel trick
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Decision Trees s 8
is a directed graph with a root and a defined path to each node or leaf
Predictive model, used for classification
Am | hungry? . . .
and decision making where:
Ye/ \N" « Each internal node represents a variable
B o  An outgoing arch a possible value for
that variable
Yes i « Each leaf the prediction for the target
variable given previous variables values
Go to restaurant Buy a hamburger
The path from the root to the leaf
represents the decision making process.
Is a Person Fit?
Age<307? PROS
» interpretable
Yes?/\No? CONs:
Eat'sa lot Exercises in * Not so robust
of pizzas?  the moming? « Problems may arise when coping with
Yes?/\No? YeS?/\No? numeric data
Unfit! lgit Fit Ur;fit!
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When using numeric data the tree
becomes often a lot of single leafs,
so interpretation and generalization
becomes bad.

But sometimes the tree offers new
insights into the dependencies
between independent variables and
the target parameters.

IF S<30 AND C<692 AND Freq>25 AND TEMP<1570 THEN QP=2

QP‘1

- root = first node
yes

‘ C<692 |

Temp <1570

1]
L]
1]
¥
]

QP=2
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Build the tree

« Exploit labelled data

At each step the most «splitting»
variable is selected according to
target class

« .. until no split remains and a leaf is
reached

Advances

« Conflicts (in the leaves) are
possible: more robustness and
generalization

Pruning techniques

Machine learning —Supervised learning - Classification

Decision Trees
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Requires a measure of the distance

among samples and classes B
Classes represented by e
« Centroids 2

* Minimum, mean,percentile distance
2

1111111111

Machine learning —Supervised learning - Classification

Distance/density based classifiers
The idea: place items in the class to which they are closest

Medoid (a representative object)
A set of individual points

GG
GGGGG
G GGGEG FF
GGGEGGGG FFF
G GG

g
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Distance based classifiers
The idea: place items in the class to which they are closest

K-Nearest-Neighbours algorithm

« Exploit labelled data including samples &
features and a target variable (class) Y a2

* No explicit training phase @ . o=z an 5 i)

« When a new sample is presented it is /! ’*' @ Q
labelled as the majority of its K nearest il R4 A
other samples il @ @

Drawbacks @

« Calculating the distances may be time i
consuming T @

« Some heuristics exist in order to limit the

number of distances to be calculated
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Machine learning — Methods
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Unsupervised learning
"Learning from data that has not been labeled, classified or categorized"

*Clustering

*Anomaly detection
*Neural Networks
*Density estimation
*Dimensionality reduction

Workshop on New Technologies — 2018 - Buttrio



'*_,:
¥ 4

Machine learning — Unsupervised learning

Clustering (cluster analysis)
"Grouping a set of objects in such a way that objects in the same group
(called a cluster) are more similar (in some sense) to each other than to

those in other groups (clusters)."

Hierarchical clustering -
*Centroid clustering . Ny
-Distribution models =,

*Density models
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200

Hierarchical clustering Centroid clustering,

applying dendrograms e.g. nearest neighbor,
k-means, ...

150

1| [
Density models
- clusters have a high density of objects ,
- clusters are separated by regions of . S mye - C.|US.terIIt19 by
low object density . 2% distribution models
. CERA, - clusters consists of objects belonging
. to the same distribution
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« Anomaly detection
« One-class SVMs

» Cluster based outlier detection Fo
First cluster all data, then look at small clusters Ci
and calculate a factor depending on the cluster C2
size and the similarity to the next cluster

« Local Outlier Factor (LOF) 7777
Basic idea: comparing the local density of a point
with the densities of its neighbors. Point A has a “
much lower density than its neighbors.
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BFI Machine learning — Unsupervised learning

« Example: Outlier test in higher-dimensional data

data.

06 LOF-curve with limitvalue

e ———p AN
00

100 200 300 400 500 600 700 800

Generation of clusters in the cleaned data set

lElx]
Distance factor IT
Acwal data set 0[S
outier /N [
Normed distance _

14

12}

11
08t
06}
04}
02}

0

2D- scatter plot of data points Application of LOF method to 3-dimensional test
data to identify automatically outliers in historical

0 0.2 04 0.6 0.8 1

Detection of outliers by calculating a density based distance
between actual data set and derived clusters.

GNG is a derivative of SOM and produces clusters only at places were data points exist.
So complex shapes in n-dimensional input space can be represented by cluster centers
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Machine learning — Variables selection

The problem
* Currently a large amount of data is
collected (especially in industrial plants)
* When building a data driven predictive
model not all the variables are related to
the target
« Selecting related variables, why?
« Using non-related variables may
degrade model performance
« Gain knowledge from data
« Faster training, less complex
models
* Less overfitting

» Variable selection reduces the dimension of data without transforming data
« particularly important when the number of potential input variables is considerable with
respect to the number of available measurements.
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Variables selection approaches

Machine learning — Variables selection

Filter: variables are ranked according to a
goodness measure (i.e. correlation,...)
 Fast
* Not related to the used model
* Flexible

T-test
Wilconox test
Correlation
Fisher criterion

Single variable performance

Mutual information

Wrappers: variables subset performance

evaluated on the basis of the employed
model

« Efficient in performance

« May be time consuming

Exhaustive selection
Sequential selection
GIVE-A-GAP

 Unstable

Embedded: the selection is part of the
learning machine
» Too specific, not always possible
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Neural Networks

*Autoencoder networks (formerly known as bottle-neck)
*The aim of an autoencoder is to learn a representation (encoding)
for a set of data, typically for dimensionality reduction

-Autoencoder learns abstraction of e en oo
sinput data by reducing network topology :0 cosing M |

. . . . o @& oy
*Reduction of dimension = compaction " ® : o o @
*Deep Learning often selects several \ g | ® : -
-Autoencoders one after the other .- o e
-as a preliminary step (stacking) ( | @

i
signal reduced representation label=signal

*BFI| uses special activation functions, which are niouvaieu vy pnysicai
processes
Example: Karhunen-Loevé Eigenspace Analysis of process variables
to establish a non-linear anomaly detector
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*Neural Networks

*Self Organising Map  (Kohonen Feature Map)

*SOM produces a low-dimensional (typically two-dimensional),
discretized representation of the input space of the training samples,
called a map, and is therefore a method to do dimensionality
reduction.

.| Medium B Bad

4

~Jd

Application of SOM

_J_]
_J_

-to cluster signal curves
-then label clusters

-use as classifier

@
o}
g
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"Big Data analytics is the process of collecting, organizing and
analyzing large sets of data (called Big Data) to discover patterns
and other useful information."

Deep Learning is part of a broader family of machine learning
methods based on learning data representations.

Methods of Deep Learning are

*Deep neural networks (supervised)

*Recurrent networks (supervised)

*Convolutional networks (supervised)

*Deep belief networks (unsupervised)
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Big Data Analytics

"Big Data analytics is the process of collecting, organizing and analyzing large
sets of data (called Big Data) to discover patterns and other useful information."

Motivation:

 Nowadays data are continuously

generated —|]|§K b
* Multiple sources, multiple kind of S i = Wi i E im

data ume comgs SOCIAL =i O WITH
* Images = MS:
;I L’%%E%%f““
. | TERABNTES =2
* Positions I SYST[MS T IZE
« Text

Social networks

* ... and sensors in the industrial field

* Internet Of Things

PARA[[[[ ="
i

 These data are a resource, but DFULTY

their efficient exploitation is
complicate

They are not only LARGE: they are BIG
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BF' Big Data Analytics
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Mobile Devices -‘
e Call
* Text/IM
® Location
* In-App Activity

Big Data Sources
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== BFl Big Data Analytics

VOLUME

Terabyte
Records/Arch

VARIETY Tables, Files VELOCITY
Distributed

Structured Batch
Unstructured .
Multi-factor .
Probabilistic
Linked

Dynamic 5V’s of
VERACITY Big Data

Trustworthiness Statistical
Authenticity Events

Ongm, rgputahon VARIABILITY Correlations
Availability Hypothetical
Accountability

Real/near-time
Processes
Stream

* Changing data
* Changing model
* Linkage

Workshop on New Technologies — 2018 - Buttrio



D PER!
TECHNOLOGIES
Scuola Superiore
Sant’Anna

Main points:

* Focus on the volume and on
heretogeneity of data

« Structured and NON structured data

* Need for specific tools for satisfying 5v
« Algorithms
« Suitable analytics for
heterogeneous data
« Parallelization
 Distributed computing
« Databases
* Fast retrieving and storage
 Efficient organization
* From data-base to data-lake
« Hardware
» Toward faster machines

BFI Big Data Analytics

VALUE

Big Data analytics steps

How can we
make it happen?

What will PRESCRIPTIVE
happen? AMNALYTICS
PREDICTIVE
ANALYTICS
o

Why did it
happened?

What DIAGNOSTIC
happened? ANALYTICS
DESCRIPTIVE
ANALYTICS

L J

DIFFICULTY
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Existing tools

i : 10 . N : R ¥ 4
Vertical Apps Ad/Media Apps Business Analytics and
Em:“m: i elloctiva ] Intelligence Visualization
: — : " ORACLE' | Hvoerion IRRELIELINN O Palantir
- % . . rﬂ Mecrated Future W = — CIERA metaloye d
Log Data Apps P Ll Lo ke’ BusinessOtjects EEENEE | | T weramanners
Media— P Microsoft | Business Intelligence [ERADATA. ASTER Cotee
| NN [T osumococ || Science VRN e -E: s Esas BITIBCO' [(ammasnes
- — panopticon
Data As A Service EEE || Autonomy 8 Datameer
P e || ik, GO O platfors NN GRRo
| [EE T INRIX @ levsvess: S0 LOGATE [y [CITRETE ) \ alteryx <visually A )
'l X Ff N b W ""||
Analytics Operational Infrastructure As Structured
Infrastructure Infrastructure A Service Databases
e s MAER| | coucnsase 10gen | == - amazon
I [’ iINFORRIGHT : W] BT VIS
cioudera |ERADATA B Windows Azure
EMC @ uxmnruing Vole
] erlzt::. kognitio ..MarkLu e _
\DRTASTRAX BAsoL -_) L £ JAS Google BigQuery "
Technologies
" R RCHE
h' HESRSE XX Cassandra
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Patterns of Local 555 Emeocizs
Contrast '

T
ok J
SENES

Output Layer

Hidden Layer 2

Hidden Layer 1

Input Layer
What is deep learning Why today?
Deep Learning is part of a broader family of Tools formanaging such data
machine learning methods based on learning structures are available
data representations. « Hardware (CPUs, GPUs,..)
« Algorithms

Each level of representation represents a set
of features or concepts deriving from
previous levels and used at next levels.

Workshop on New Technologies — 2018 - Buttrio



Deep Learning

Machine learning & Deep learning

Machine Learning

&n &y 12573 -l

Feature extraction Classification Output

Deep Learning

& — sz — I

Feature extraction = Classification Output

Methods of Deep Learning are
*Deep neural networks (supervised)
*Recurrent networks (supervised)
*Convolutional networks (supervised)
*Deep belief networks (unsupervised)
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Deep neural networks

Neural network Deep neural network

Input  Hidden  Output Input  Hidden Hidden Hidden Output
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» More than 1 hidden layer.. Goes deep!
« Can be trained by means of standard ANN training algorithms

» intermediate layers build up multiple layers of abstraction [if we're doing visual pattern
recognition, then the neurons in the first layer might learn to recognize edges, the neurons in the second
layer could learn to recognize more complex shapes]

Problems may start if we go very deep
» Different learning speed among layers
« The vanishing gradient problem
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Convolutional neural networks

=
=
o
-0
—o
Ve % -] ~0
o Mo
o ~0
[+ Q
o <]
o <)
o o
. . a o
convolution + max pooling vec | o \:
nonlinearity J o
| |
convolution + pooling layers fully connected layers  Nx binary classification

« Popular in image classification (but can be extended to any task)
* Image partitioned in small parts
» Bio inspired (animal brain cortex organization)
» Each slide is filtered (convolved) and (after some maths) the first fully
connected layer is created
* Each input represent one or more abstract characteristics
« Then training is similar to standard FFNN
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Recurrent networks

Recurrent network

—— output layer
input layer \ Y 4 (class/target)
hidden layers: “deep” if > 1

« Allows backward connection among neurons
« This gives the ANN a memory
« Layers extend the memory
« Suitable for
« Time series forecasting
* Speech recognition
» Possible to train with standard algorithms. Special architectures need
special algorithms
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Long Short Term Memory

The key to LSTMs is the cell state, the horizontal line running throug

(%; ® RNN %} the top of the diagram.
The cell state is kind of like a conveyor belt. It runs straight down th

L A | e ‘H A "‘ entire chain, with only some minor linear interactions. It's very easy fc
é (}9 information to just flow along it unchanged.

The LST!\%b does have the ability to remove or add information to the cell state, carefull
regulated by structures called gates.

Gates are a way to optionally let information through. They are composed out of a sigmoi
neural net layer and a pointwise multiplication operation.

@ @ Cel] State @ The sigmoid layer outputs

LSTM Input Gaéet ¢ Gafk numbers between zero and one,

#’rget Gate Hipyt ba T describing how much of each

B component should be let through.

g A value of zero means “let nothing

A A through,” while a value of one
means “let everything through!”

7 > An LSTM has three of these

gates, to protect and control the

@ @ é cell state.
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Echo State Networks

input weight internal weight output weight
. in WWout
Echo State Networks combine fast V|« - gh e——
training and performance for time "~ N reservoir ¢ N
. & . p u;C. — neurons > Oy;
series prediction. . Oxz -
3| el —> \ <—> O:|g
-
. g — | =1
Reservoir layer models 2| uzC x; Weamed- O3 |5
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Main ANN traning takes place on the output layer as a linear feed-
forward component.

Main criticality concerns the selection of ESN parameters
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